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ABSTRACT 

Let us consider two nonempty closed convex subsets A, B of a strictly convex space and a mapping T : A ∪ B → A 

∪ B satisfying T (A) ⊆ B and T (B) ⊆ A and ||T x − T y|| ≤ ||x – y||, for all x ∈ A and y ∈ B. First, we provided 

sufficient conditions for the existence of fixed point pairs (x∗, y∗) in A×B of T for which the distance between x∗ 

and y∗ is optimum. It is worth mentioning that, we prove the existence of fixed points without invoking proximal 

normal structure property[4]. Also, we proved the convergence of krasnoselskii’s iteration of a relatively 

nonexpansive mapping to a fixed point. The main purpose of this article is to provide sufficient conditions to ensure 

the existence of a pair (x∗, y∗) of points in (A, B) such that T x∗ = x∗, T y∗ = y∗ for which the distance between the 

fixed points x∗ and y∗ is optimum in some sense. It is worth to mentioning that our existence theorem does not relay 

on the proximal normal structure property. Also, we proved the strong convergence of Krasnoselskii’s iteration of T 

to a fixed point which generalizes a result due to Eldred et.al. [ Eldred et.al., Proximal normal structure and 

relatively nonexpansive mappings, Studia Math. 171(2005),283-293]. 
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I. INTRODUCTION 
 

Let A be a nonempty subset of a metric space X and T : A → A be a mapping. Fix x0 ∈ A. The sequence {xn} of 

successive iterations of T starting from x0 is defined as xn := T xn−1, for all n ∈ N . The behaviour of the iterated 

sequences play an important role in fixed point theory. It is well known fact that if an iterated sequence of a 

continuous mapping T converges, then the limit of it must be a fixed point of T . Thus, the sequence of successive 

approximations provides a computational or an algorithmic oriented development to locate the fixed point of the 

given self mapping. 

 

The well known Banach contraction principle states that every contraction mapping T : A → A, where A is a 
complete subspace of a metric space X, has unique fixed point in A and every iterated sequence of T starting 

from any x ∈ A converges to the unique fixed point of T . But the behaviour of the iterated sequences of 

nonexpansive mappings are completely different from the iterated sequences of contractive type mappings. It is 

easy to see examples of nonexpansive mappings having unique fixed point but the iterated sequence need not 

converge. This situation motivates many researchers to find some alternative approximation to a fixed point of 

the given nonexpansive mapping. Consider a nonexpansive mapping T : A → A, where A is a nonempty closed 

convex subset of a normed linear space X. In [1], Krasnoselskii proved that in uniformly convex Banach space X, 

the sequence of successive approximation of the averaged mapping F : A → A given by F (x) := (x + T x)/2, for 

all x ∈ A, converges to a fixed point of the nonexpansive mappings T . A complete proof of Krasnoselskii’s 
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results in English can be found in [2]. Later, in [3], Edelstein extended Krasnoselskii’s result to strictly convex 

space setting. 

 
On other hand, in [4], the authors introduced a class of mappings called relatively nonexpansive defined as 

follows, which generalize the notion of nonexpansive mappings. 

Definition 1.1 [4] Let A, B be nonempty subsets of a normed linear space X and T : A ∪ B → A ∪ B be a 

mapping. Then T is said to be a relatively nonexpansive mapping if and only if 

 

                                               1.T (A) ⊆ A and T (B) ⊆ B, 

                                               2.||T x − T y|| ≤ ||x – y||, for all x ∈ A, y ∈ B. 

It is worth to note that a relatively nonexpansive mapping need not be continuous, whereas the nonexpansive 

mappings are uniformly continuous. If A ∩ B is nonempty, then the mapping T restricted to A ∩ B is a 

nonexpansive mapping and T (A ∩ B) ⊆ A ∩ B. Let us fix dist(A, B) := inf{||a – b|| : a ∈ A, b ∈ B}. In [4], the 

authors provided sufficient conditions for the existence of a pair (x∗, y∗) in A × B such that T x∗ = x∗,  

T y∗ = y∗ and ||x∗ − y∗|| = dist(A, B). The following theorem is one of the main results proved in [4]. 

   

Theorem 1.1.[4] Let A, B be nonempty bounded closed convex subsets of a uniformly convex Banach space X . 

Let T : A ∪ B→ A∪B be a relatively nonexpansive mapping.Then there exists(x, y) ∈ A × B such that  

T x = x, T y = y and ||x – y|| = dist(A, B). For fixed x0 ∈ A0, and the krasnoselskii’s iteration is defined as 

 

  xn = 
(Xn−1+    T Xn−1) ,for all n∈N.If T(A) lies in a compact subset, then {xn} converges to a fixed point of T . 

                2   

 

In [4], the authors introduced and used the geometric notion called proximal normal structure to prove the 

existence of a point (x, y) in A × B having the properties mentioned in Theorem 1.1. It has been shown that a pair 

(A, B) of nonempty bounded closed convex subsets of a uniformly convex Banach space enjoys proximal normal 

structure. Moreover, the uniform convexity of X is essential to prove the convergence of Krasnoselskii’s iteration 

for relatively nonexpansive mappings. 

 

In this article, we proved a generalised version of Theorem 1.1 in strictly convex Banach space setting. It is worth 
mentioning that we proved the existence of a point (x, y) in A × B satisfying the conclusion of Theorem 1.1 

without invoking proximal normal structure property. Our results are mainly due to the geometry of strictly 

convex spaces. Furthermore, we proved that the Krasnoselskii’s iteration, defined as in Theorem 1.1, converges 

strongly to a fixed point of T . 

 

II. PRELIMINARIES 
 

In this section, we introduce few notations and basic definitions, which we used in our main results. For any 

given pair of subsets A, B of a normed linear space X, define A0 := {x ∈ A : ||x – y|| = dist(A, B), for some y ∈ 

B}. In similar way, we can define the subset B0 of B. It is immediate to see that the set A0 and B0 are convex 

subset of A, B respectively.In [5], the authors provided sufficient conditions which ensure the nonemptiness of 

the set A0. Moreover, in [6],the authors proved that the set A0 is contained in the boundary of the set A . 

 

Definition 2.1 (P -property)[8]Let A, B be nonempty subsets of a normed linear space X. Then the pair (A, B) is 

said to have d-property if and only if, 

|| x1 – y1 || = dist(A,B) 

|| x2 – y2 || = dist(A,B)             =⇒ || x1 – x2 || = || y1 – y2 ||, 
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In [8], the author used P -property to prove the existence of a point x ∈ A satisfying ||x − T x|| = dist(A, B), where 

T : A → B. In [10], the authors obtained the following result. 

 

LEMMA 2.1. Let A, B be nonempty closed convex subsets of a strictly convex Banach space X. Then the pair 

(A, B) has the P-property. 

 

It is worth to note that the converse of Lemma 2.1 is also true. Thus, in [10], the authors obtained a characterization 

of strictly convex space, by using P -property. Consider a pair (A, B) of nonempty closed convex subsets of a 

strictly convex Banach space X having A0 ≠Φ. Then,we can define a function 

 

PA : B0 → A0 having the property that ||PA(y) – y|| = dist(A, B), forall y ∈ B0. Now, let us state an important 

convergence result, which was proved in [11]. 

 

LEMMA 2.2. [11]Let A, B be nonempty closed convex sub-sets of a strictly convex Banach space X. Let {xn} 

be a sequence in A and y ∈ B0 such that ||xn –y|| → dist(A, B). If {xn} is contained in a compact subset of A, then 

xn → PA(y). 

 

In [9], the authors introduced a new class of mappings called cyclic contraction on metric space setting. For our 

convenient, we state in normed linear space setting. 

 

Definition 2.2 [9]Let A, B be nonempty subsets of a normed space X. A mapping T : A ∪ B → A ∪ B is to said 

be a cyclic contraction mapping if and only if there exists k ∈ [0, 1) such that 

 1.T (A) ⊆ A and T (B) ⊆ B, 

 2.||T x−T y||≤ k||x−y||+(1−k)dist(A, B), for all x ∈ A, y ∈ B. 

            

 It is easy to see that cyclic contraction mappings are relatively nonexpansive mappings. Our main idea is to 

approximate the given relatively nonexpansive mappings, by means of cyclic contraction mappings. 
 

III. MAIN RESULTS 
 
Let us begin with the proposition. 

 

Proposition 3.1. Let A, B be nonempty closed convex subsets of a strictly convex Banach space X. Then A0 is a 

closed subset of A. 

PROOF. If A0 is empty, then nothing to prove. Assume that A0 is nonempty. Let {xn} be a seqeuence in A0 such 

that xn → x0, for some x0 in A. Since xn ∈ A0, there exists yn ∈ B such that, ||xn –yn|| = dist(A, B), for all n ∈ N. 

By the P- property of strictly convex space, ||xn – xm|| = ||yn – ym||, for all n, m ∈ N. Since {xn} converges, {yn} is 

a Cauchy sequence in B, and hence converges. Say yn → y0, for some y0 ∈ B. Thus ||xn – yn|| → ||x0 − y0||. Since 

{||xn – yn||} is a constant sequence, ||x0 − y0|| = dist(A, B) and hence x0 ∈ A0. Thus A0 is a closed subset of A. 
It is well known fact that a relatively nonexpansive mapping need not be continuous. But the following lemma 

shows that a relatively nonexpansive mapping restricted to a suitable domain behaves like a continuous mapping. 

 

LEMMA 3.1. Let A, B be nonempty closed convex subsets of a strictly convex space X and T : A ∪ B → A ∪ B  

be a relatively nonexpansive mapping. Suppose T (A) is contained in a compact subset of A. Then T is 

continuous on A0. 

PROOF. Let x0 ∈ A0 and {xn} be a sequence in A such that xn → x0. Then there exists unique y0 ∈ B0 such that 

||x0 − y0|| = dist(A, B). Since T is relatively nonexpansive, ||T x0 − T y0|| = dist(A, B). This shows that PA(T y0) = 

T x0 Now,let us show that T(xn) → T(x0). By invoking Lemma 2.2, it is enough to show that 

||T xn−Ty0|| → dist(A, B). Note that dist(A, B) ≤ ||T xn − Ty0|| ≤ ||xn − y0|| ≤ ||xn − x0|| + ||x0 − y0  ||→  dist(A,B)  
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Hence, by Lemma 2.2, T xn → PA(T y0) = T x0. Thus T is continuous at x0. Since x0 ∈ A0 is arbitrary, T is 

continuous on A0.  
 

Let (A, B) be a pair of subsets of a normed linear space X and  T: A ∪ B → A ∪ B be a relatively nonexpansive 

mapping. Then it is easy to verify that T (A0) ⊆ A0 and T (B0) ⊆ B0. The following theorem provides sufficient 

conditions to ensure the existence of fixed points x ∈ A and y ∈ B of a cyclic contraction mapping T on A ∪ B, 

satisfying ||x – y|| = dist(A, B). 

 

Theorem 3.1. Let A, B be nonempty, closed, convex subsets of a strictly convex Banach space X such that A0 is 

nonempty. Let T:A ∪ B → A ∪ B be a cyclic contraction mapping. Suppose T (A) is contained in a compact 

subset of A. Then there exists (xn, yn) ∈ A × B such that T xn  = xn, T yn = yn and  || xn − yn || = dist(A, B). 

PROOF. Choose x0 ∈ A0.Then there exists y0 ∈ B0 such that ||x0 − y0|| = dist(A, B). Let xn := T xn−1 and yn:= T yn−1, 

for all n∈ N. The sequences {xn}, {yn} are in A0, B0 respectively, such that ||xn – yn|| = dist(A, B), for all n ∈ N. 

Also, it is easy to verify that dist(A, B) ≤ ||T xn – yn||≤ kn||x1 − y0|| + (1 – kn)dist(A, B) → dist(A, B) 

 

Thus, ||Txn – yn || → dist(A,B). Since T(A0) is contained in a compact subset of A, { xn } has a convergent 

subsequence { xnk } , say xnk → x*. Since A0  is closed, x* ∈ A0. Then there is  y*  ∈ B such that   

 ||Tx∗ − Ty∗|| = ||x∗ − y∗|| = dist(A,B). 

 

Since || ynk − x∗ || ≤ || ynk –  xnk || + || xnk − x∗ || → dist(A, B) and by Lemma2.2, ynk → PB (x*) = y*. Since T is 

continuous at x*, T xnk → Tx*. Then, dist(A, B) ≤ ||Tx* – y*|| ≤ ||T x* − T xnk ||+ ||T xnk – ynk || + 

 || ynk – y*|| → dist(A, B). 

 
This shows that ||Tx* − y*||= dist(A, B). By P-property, we conclude that Tx* = x* and in similar manner, we can 

show that Ty* = y*. 

 

Theorem 3.2. Let A, B be nonempty, closed, convex subsets of a strictly convex Banach space X such that A0 is 

nonempty. Let T : A ∪ B → A ∪ B be a relatively nonexpansive mapping. Suppose T (A) is contained in a 

compact subset A1 of A. Then there exists (x*, y*) ∈ A × B such that T x* = x*, T y* = y* and  

||x* − y*|| = dist(A, B). 

PROOF. Choose (x0, y0) ∈ A0×B0 such that ||x0−y0|| = dist(A, B). For each n ∈ N, consider the mapping  

Tn : A ∪ B → A ∪ B defined by 
 

 
For fixed n ∈  N, the convexity of A and B shows that Tn(A) ⊆ A and Tn(B) ⊆ B. Also, it is easy to verify that 

 

 
where M > 0 is an upper bound for ||x0 − T (xn)||. This concludes that ||xn − T (xn)||→ 0, as n → ∞. Since {xn} is a 
seqeuence in the  compact subset co({x0} ∪  A1) of A the sequence xn = Tn(xn) has a convergent subsequence{ xnk 

}, say xnk → x*, for some x* ∈  A. Since xnk ∈  A0 and A0 is closed subset of A (by Theorem3.1), x* ∈  A0. Then 

there exist y* ∈  B0 such that ||x* − y*|| = dist(A, B). By using P-property, it is easy to see that ynk → y*. i.e., ||ynk − 

y*|| = ||xnk – x*||→ 0. Now, let us show that xnk → T (x*), which concludes that T (x*) = x*. By Lemma2.2, it is 

enough to show that ||xnk − T (y*)|| → dist(A, B). Consider the following inequality. 
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Hence, by Lemma2.2, xnk → PA(T (y*)) = T (x*). Thus, T (x*) = x*. In similar manner, we can show that  

T (y*) = y*.  

The following theorem provides sufficient conditions for the strong convergence of the Krasnoselskii’s iterations of 

a relatively nonexpansive mapping T defined on A ∪  B. 

 

Theorem 3.3. Let A, B be nonempty closed convex subsets of a strictly convex Banach space X such that A0 is 

nonempty. Let T : A ∪  B → A ∪  B be a relatively nonexpansive mapping. Suppose T (A) is contained in a 
compact subset A1 of A. Then the Krasnoselskii’s iteration {F n(x)}, where F : A ∪  B → A ∪  B given by 

 F (x) =1/2 (T x + x), converges to a fixed point of T . 

PROOF. Let x ∈  A0 and y ∈  B0 such that T (x) ≠ x and T (y) = y. 

 Note that by Theorem3.2, the fixed point of T in B exists. Since ||T (x) – y|| ≤ ||x – y|| and ||x – y||≤ ||x – y||, the 

strict convexity of the norm implies  ||   T (x)+x – y||< ||x – y||. That is, for all x ∈  A, y ∈  B, 

 

                                                                         2 

 satisfying T (x) ≠ x, T (y) = y, we have 

 

||F (x) – y|| < ||x – y|| (2) 

  

It is worth to note that the set {F n(x) : n ∈  N} is a subset of the closed convex hull of A1 ∪  {x}. Since  

co({x} ∪  A1) is compact, {F n(x)} has a subsequence {F ni(x)} such that F ni (x) → p, for some p ∈  A. Since A0 is 

convex, the sequence {Fn(x)} is in A0 and consequently, the closedness of A0 assures that p ∈  A0. Then there is 

unique q ∈  B0 such that ||p – q|| = dist(A, B). 
 

For a moment, let us assume that T (p) = p. Then we show that Fn(x) → p as n → ∞. By invoking Lemma2.2, it is 

enough to show that ||F n(x)−q|| → dist(A, B). Since T is relatively nonexpansive,it is easy to see that ||p−T (q)|| = 

dist(A, B). Hence, by strict convexity, T (q) = q and it follows F (q) = q. The relatively nonexpansive property of 

F shows that ||F n+1(x)−q|| ≤ ||F n(x)−q||, for all n ∈  N. Thus, 

 { ||F n(x) – q||} is a monotonically decreases sequence of non-negative real number and hence it converges, say 

||F n(x) – q|| → r, for some r ≥ 0. Since the subsequence ||F ni (x) – q|| → ||p – q||= dist(A, B), we conclude that ||F 
n(x) – q|| → dist(A, B) and hence, by  Lemma2.2, F n(x) → PA(q) = p.   

Thus the proof will complete, if we show that T (p) = p. 

Suppose T (p) ≠ p. Then, we show that no element in {F 
n
(x)} can be fixed under T . If not, there exists 

 k ∈  N such that T (F k(x)) =F k(x). Then by definition of F , it is easy to verify that F k+i(x) =Fk (x), for all 
 i ∈  N. Thus F n(x) is an evantually constant sequence converges to F k(x), and hence F k(x) = p. This shows that 

T (p) = p, a contradiction. 

 

Since T (y) = y and T (F n(x)) ≠ F n(x), for all n ∈  N, by recursive use of (2), we have 

 

||F n+i(x) – y|| < ||F n(x) – y||, for all i ∈  N (3) 

 

Consider the open ball B(F(p), r), where r = 1/2(||p−y||−||F(p)− y||). Since T (p) ≠ p, by (2), r > 0.Since F is a 

relatively nonexpansive mapping and p ∈  A0, F is continuous at p. Hence there exists an open ball  

B1(p, ρ) in A0 such that F (B1(P, ρ)) ⊆ B(F (p), r). 

  Since F ni (x) → p, there exists k ∈  N such that F k(x) ∈  B(P, ρ), and hence F k+i(x) ∈  B(F(p), r). Then 
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This shows that no subsequence of {Fn(x)} converges to p, a contradiction. Hence T (p) = p and this completes the 

proof. 

REFERENCES 
1. M.A.Krasnoselskii; Two remarks on the methods of successive approximations, Uspehi, Math. 

Nauk(N.S)10, No.1, 63(1955) 123-127. 

2. F.F.Bonsall; Lectures on some fixed point theorems of functional analysis, Tata Institute of Fundamental 

Research, Bom-bay,1962. 

3. M.Edelstein; A remark on a theorem of M.A.Krasnoselskii. Amer. Math. Monthly 73 (1966)509-510. 

4. A.Anthony Eldred, W.A.Kirk, P.Veeramani; Proximal normal structure and relatively nonexpansive 

mappings, Studia Math. 171(2005), no.3, 283-293. 

5. W.A.Kirk,S.Reich and P.Veeramani; Proximal retracts and best proximity pair theorems, Numer. Funct. 

Anal. Optim. 24(2003), no.7-8, 851-862. 
6. S.Saiq Basha, P.Veeramani; Best Proximity pair theorems for multifunction with open fibers, J.Appro. 

Theory, 103(200),119-129. 

7. A,Anthony Eldred,V.Sankar raj; On common best proximity pair theorems, Acta Sci. 

Math.(Szeged)75(2009), 707-721. 

8. V.Sankar raj; A best proximity point theorem for weakly contractive non-self mappings, Nonlinear 

Analysis,74, 4804-4808(2011) 

9. A.Anthony Eldred, P.Veeramani; Existence and convergence of best proximity points, J.Math. Anal. Appl. 

323(2006), no.2, 1001-1006. 

10. A.Anthony Eldred, V.Sankar Raj; A characterization of strictly convex spaces and applications, J.Optim. 

Theory Appl.Appl.2014, volume 160, no:2, 703-710. 

11. A.Anthony Eldered, V.Sankar Raj; Best proximity point theorems for relatively nonexpansive mappings, 

Appl.General.Topo.2008, Volume 10, No. 1, 21-28. 
 


